An algorithm for hyperspectral remote sensing of aerosols: 1. Development of theoretical framework
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1. Introduction

The global distribution of atmospheric aerosol properties has been retrieved routinely from different satellite remote sensing instruments that vary in spectral range, spectral resolution, angular range, polarization capability, spatial resolution, etc. [1,2]. These instruments (with acronyms expanded in Table 1) generally can be divided in the two categories: (1) imager or radiometer that measures intensity (and sometimes polarization) at multi-wavelength with a single view direction such as the AVHRR [3,4], MERIS [5], and the MODIS [6–9], or with multiple view angles such as AASTR [10,11], MISR [12,13], and POLDER [14–16]; (2) spectrometer that measures...
Airs has a hyperspectral spectrometer in the thermal infrared band and a multi-spectral photometer in the visible/near-infrared band. intensity at hyperspectral resolution, such as Hyperion [17], GOME-2 [18–21], SCIAMACHY [22,23], OMI [24,25], AIRS [26,27] and IASI [28,29]. Correspondingly, two categories of inversion algorithms exist: one focuses on the use of several atmospheric window channels (such as those from MODIS or MISR) to retrieve fine/coarse mode aerosol optical depth (AOD) [30], and another focuses on the use of hyperspectral data (generally more than 10 channels) to retrieve AOD as well as other information [31].

This paper presents findings for the first part of a series of studies that aim to develop a hyperspectral remote sensing technique for retrieving aerosol properties from a newly developed GEOstationary Trace gas and Aerosol Sensor Optimization (GEO-TASO) instrument. GEO-TASO measures the radiance at spectral resolution of 0.28 nm in the spectral range of 400–700 nm. GEO-TASO instrument is a prototype instrument of Tropospheric Emissions: Monitoring of Pollution (TEMPO) that is scheduled to be launched before 2022 to measure aerosol particles, ozone, and other selected trace gases from a geostationary orbit over the North America [32]. TEMPO is part of future geosatellite constellation that also includes GEMS (Table 1) from Korea [33], and Sentinel-4 from Europe [34], and together they will provide hyperspectral measurements in the visible spectral range almost globally and hourly over the sunlit areas.

Past inversion algorithms for hyperspectral remote sensing of aerosols primarily use the radiance data collected at thermal infrared wavelengths, including those using AIRS and IASI to retrieve coarse aerosol properties such as dust AOD and particle size distribution (PSD) from satellites [35]. Yet, the properties of fine aerosol particles in visible and near infrared cannot be well quantified from measurements in the thermal infrared spectrum, for the reason that the infrared and visible spectra are not sensitive to the same ranges of particle sizes [35], and the radiative extinction of fine-mode aerosols decrease rapidly from the visible to the infrared spectrum. Nevertheless, if fine-mode aerosols have distinct absorption features in the infrared, some information such as the spatial coverage of sulfuric acid with absorption in IASI can still be inferred from infrared data [31].

Since TEMPO and several future geostationary satellites will take measurements in the ultraviolet (UV) and visible spectra at a high spectral resolution, the question arises: can more aerosol information (in addition to optical depth) be retrieved over land by using such measurements? In the past, such measurements are primarily used to derive surface properties after atmospheric correction [36]. The atmospheric correction algorithms for hyperspectral images are usually based on the radiative transfer (RT) modeling methods, such as 6S [37,38] and MODTRAN [39], and thus there are various software available to model the atmosphere mainly containing ATREM [40], ATCOR [41], FLAASH [42,43], ACORN [44] and HATCH [45], for which the detailed descriptions and references are shown in Table 2. A differential absorption method is usually used to estimate water vapor column for atmospheric correction in near-infrared bands [46,47]. As for the aerosol information, AOD is often derived from in situ data or the visibility data in the atmospheric correction algorithm for hyperspectral measurements. Meanwhile, algorithms focusing on aerosol retrievals have also been designed and developed. Regardless of the algorithms for atmospheric correction or surface characterization, the problem is to decouple atmospheric information from surface, and decide what parameters to be retrieved (and/or assumed) for surface and for atmosphere, respectively. Since measurement at one wavelength can only be used to retrieve one piece of information, assumption needs to be made about surface properties or aerosol properties. In the past, surface properties are either prescribed such as in deep blue algorithm for MODIS [6,7], or are derived by a dark pixel reflectance ratio (0.66 μm and 2.1 μm) method based on work of Kaufman et al. [48] and Levy et al. [8].

To take full advantage of the hyperspectral information, some assumptions for surface reflectance need to be given. Generally, the surface reflectance in hyperspectral resolution can be regarded as a mixture of different surface reflectance spectra corresponding to such features of specific plant canopy and soil characteristics of the surface.

Table 1
List of current/future typical multispectral/hyperspectral space-borne sensors.

<table>
<thead>
<tr>
<th>Sensor acronym</th>
<th>Full name</th>
<th>Spectral range (μm)</th>
<th>Spectral resolution (nm)</th>
<th>Band number</th>
</tr>
</thead>
<tbody>
<tr>
<td>AVHRR/2</td>
<td>Advanced Very High Resolution Radiometer</td>
<td>0.58–12.40</td>
<td>100–1000</td>
<td>5</td>
</tr>
<tr>
<td>AVHRR/3</td>
<td>Advanced Very High Resolution Radiometer</td>
<td>0.58–12.50</td>
<td>–</td>
<td>6</td>
</tr>
<tr>
<td>MERIS</td>
<td>MÉdiun Resolution Imaging Spectroradiometer</td>
<td>0.41–0.90</td>
<td>7.5–200</td>
<td>15</td>
</tr>
<tr>
<td>MODIS</td>
<td>MODerate resolution Imaging Spectroradiometer</td>
<td>0.40–14.39</td>
<td>10–500</td>
<td>36</td>
</tr>
<tr>
<td>AATSR</td>
<td>Advanced Along Track Scanning Radiometer</td>
<td>0.55–12.00</td>
<td>20–40</td>
<td>7</td>
</tr>
<tr>
<td>MISR</td>
<td>Multi-angle Imaging SpectroRadiometer</td>
<td>0.44–0.87</td>
<td>22–42</td>
<td>4</td>
</tr>
<tr>
<td>POLDER</td>
<td>POlarization and Directionality of the Earth’s Reflectances</td>
<td>0.44–0.91</td>
<td>10–40</td>
<td>9</td>
</tr>
<tr>
<td>Hyperion</td>
<td>Hyperion imaging spectrometer</td>
<td>0.40–2.50</td>
<td>10</td>
<td>220</td>
</tr>
<tr>
<td>GOME-2</td>
<td>Global Ozone Monitoring Experiment</td>
<td>0.24–0.79</td>
<td>0.2–0.4</td>
<td>–</td>
</tr>
<tr>
<td>SCIAMACHY</td>
<td>SCanning Imaging Absorption spectroMeter for Atmospheric CHartographY</td>
<td>0.24–1.70</td>
<td>0.2–1.5</td>
<td>–</td>
</tr>
<tr>
<td>OMI</td>
<td>Ozone Monitoring Instrument</td>
<td>0.27–0.50</td>
<td>0.45–1.0</td>
<td>–</td>
</tr>
<tr>
<td>AIRS</td>
<td>Atmospheric Infrared Sounder</td>
<td>0.41–0.94</td>
<td>30–450</td>
<td>4</td>
</tr>
<tr>
<td>IASI</td>
<td>Infrared Atmospheric Sounding Interferometer</td>
<td>3.62–15.50</td>
<td>0.5 cm⁻¹</td>
<td>8461</td>
</tr>
<tr>
<td>GEMS</td>
<td>Geostationary Environmental Monitoring Spectrometer</td>
<td>0.30–0.50</td>
<td>0.6</td>
<td>–</td>
</tr>
</tbody>
</table>
In addition to the joint retrieval of aerosol and surface reflectance, our method has two other retrieval strategies that differ from the past studies include:

1. We use OE method for the inversion instead of the look-up table approach that is used in many existing operational aerosol algorithms. The OE method is needed because the number of spectral bands of hyperspectral observations is much higher than those of multi-spectral instruments, and hence, it is not feasible to create a look-up table of hyperspectral top-of-atmosphere (TOA) reflectance as a function of wavelength, viewing geometries and wavelength-dependent aerosol properties.

2. The effective radius and effective variance are used to represent a bi-modal lognormal size distribution for fine and coarse mode respectively; meanwhile, the relationship of the refractive index with respect to the wavelength are parameterized with less number of unknown parameters, thus the hyperspectral retrieval approach could be significant simplified.

To implement these new retrieval strategies in the spectral reflectance fitting requires the use of a radiative transfer model to serve as a forward model that can compute not only the TOA reflectance but also the sensitivity (or Jacobians) of the reflectance with respect to (w.r.t.) the retrieval [66]. For this purpose, we select the UNified Linearized Vector Radiative Transfer Model (UNL-VRTM) as the forward model [66–68].

As the first part of a series of studies, this paper focuses on the development and implementation of the retrieval framework articulated above. Applying this framework for the information content analysis to explore the feasibility to retrieve the particle size distribution and wavelength-dependence of refractive index, as well as to conduct retrievals with real GEO-TASO data will be presented in future studies. We provide in Section 2 a brief description of UNL-VRTM including the recent new development that enables the calculation of Jacobians of reflectance with respect to the weighting coefficients of each PC of surface reflectance and the parameters that describe the aerosol-wavelength dependence. Numerical experiments that were designed to conduct self-consistency checks of the retrieval algorithm are described in Section 3 for two land surface types: green vegetation and rangeland surfaces. The results are presented and discussed in Section 4. Finally, Section 5 provides the summary and conclusion.

2. Model and algorithm developments

The flowchart of newly developed inversion algorithm based on surface PCs is presented in Fig. 1. The forward model, UNL-VRTM, integrates five modules for the calculation of aerosol single scattering, gas absorption and radiative transfer [66]. These five modules include a linearized vector radiative transfer model VLIDORT [69], a linearized Mie and T-matrix scattering code [70], a surface bidirectional reflectance distribution function (BRDF) module, and a module for line-by-line calculation of
Rayleigh scattering and gas absorption. Inputs for the UNL-VRTM contain profiles of atmospheric properties and constituents, such as temperature, pressure, aerosol mass concentration or layer AOD, water vapor amount and other trace gas volume mixing ration profiles, as well as the aerosol parameters themselves, including particle size distribution and refractive index. The outputs of UNL-VRTM include not only 4 elements of the Stokes vector $\mathbf{I} = [I, Q, U, V]^T$, but also contain their sensitivities (Jacobians) with respect to the aerosol properties (including scattering properties, size, and refractive index) and surface reflectance parameters (in BRDF). In addition, two modules for the analysis, including an optimal inversion code and a visualization tool for diagnosis, are also integrated in UNL-VRTM. UNL-VRTM has also been used to study the information content of aerosol particles in the ground-based measurements of multispectral radiance and polarization of sky light [67], and develop algorithm for retrieval of fine-mode and coarse-mode aerosol refractive index and particle size distribution parameters from such measurements taken in Beijing [68].

2.1. Jacobians of TOA reflectance w.r.t. surface reflectance PCs

Our hyperspectral retrieval technique assumes that, for a given location, the surface reflectance can be decomposed into several PCs with different weighting coefficients, and we have a good knowledge of these PCs (such as for vegetated surfaces). For a given specific location, atmospheric aerosol particles can highly vary within a couple of hours or days, while the change of surface properties are relatively small. Indeed, MODIS land surface algorithm for BRDF retrievals assumes that surface properties for a given location are relatively constant within 16 days [63]. A similar assumption is made for the Multi-Angle Implementation of Atmospheric Correction (MAIAC) algorithm [71]. Furthermore, the surface reflectance depends on the type of canopy or plants over the soil surface, the soil characteristics, and so on. Hence, the surface reflectance in hyperspectral resolution can show a combined effect of many local features in that surface [72]. For example, the reflectance of green vegetated surfaces will have a peak in the green band, while reflectance of dry vegetation and bare soil will increase with wavelength in the visible bands, just as some spectral curves of typical land surface type shown in Fig. 2. Among those spectral curves, rangeland has a mixture surface type, including the grassland, shrub land, woodland, wetland and deserts that are grazed by domestic livestock or wild animals.

With the assumption that we know surface reflectance PCs, the retrieval algorithm needs to retrieve the weighting coefficients of these components as well as spectral-dependent aerosol properties simultaneously at the same time. To this end, we develop the new capabilities in UNL-VRTM that can compute the sensitivity of TOA-reflectance with respect to the weighting coefficients of each PC of surface reflectance.
Suppose we have a spectral reflectance dataset for $n_s$ samples of the same surface type (such as vegetation), and for each sample, the reflectance is measured at $d$ number of wavelengths. Following the procedure of PCA [73], the surface reflectance at each band for a given sample could be represented and reconstructed by the PCs as

$$\mathbf{r} = \mathbf{Pw},$$  \hspace{1cm} (1)

where $\mathbf{r}$ means the vector of surface reflectance spectra, $\mathbf{P}$ is the matrix that constituted by each PC as the column vector, and $\mathbf{w}$ represents the weighting coefficients vector corresponding to the PCs. If only the first $m$ PCs are considered, Eq. (1) can be written as

$$\begin{bmatrix} r_{1} \\ \vdots \\ r_{d} \end{bmatrix} = \begin{bmatrix} P_{1,1} & \cdots & P_{1,m} \\ \vdots & \ddots & \vdots \\ P_{d,1} & \cdots & P_{d,m} \end{bmatrix} \begin{bmatrix} w_{1} \\ \vdots \\ w_{m} \end{bmatrix},$$  \hspace{1cm} (2)

here $r_i$ denotes the surface reflectance at the wavelength $\lambda_i$, ($i = 1, \ldots, d$) and the subscript $i$ represents index for the $i^{th}$ wavelength, and the PC weighting coefficients vector $\mathbf{w} = [w_1, \ldots, w_m]^\top$, ($m \leq d$), here the superscript $\top$ represents the transpose operation.

Following the relationship of Eqs. (1) and (2), the weighting coefficients vector $\mathbf{w}$ could be solved as a least square solution:

$$\mathbf{w} = \mathbf{P}^\top \mathbf{r},$$  \hspace{1cm} (3)

where the pseudo-inverse $\mathbf{P}^+$ means a generalized inverse matrix of matrix $\mathbf{P}$ [74]. Because $\mathbf{P}$ is orthogonalized in column and has full column rank, matrix $\mathbf{P}^\top \mathbf{P}$ is invertible. Consequently, the Moore-Penrose pseudo-inverse matrix $\mathbf{P}^+$ can be expressed in a simple algebraic formula as

$$\mathbf{P}^+ = (\mathbf{P}^\top \mathbf{P})^{-1} \mathbf{P}^\top,$$  \hspace{1cm} (4)

here $\mathbf{P}^\top$ denotes Hermitian transpose (also called Conjugate Transpose) matrix [75]. Therefore, the weighting coefficients vector $\mathbf{w}$ could be computed and the spectra of surface reflectance could be reconstructed.

In order to get the Jacobian results of the TOA radiance w.r.t. weighting coefficients vector $\mathbf{w}$, following the relationship in Eq. (2), the Jacobian vector can be written as

$$\frac{\partial \mathbf{l}}{\partial \mathbf{w}} = \frac{\partial I}{\partial r_i} \frac{\partial r_i}{\partial w_j} (i = 1, \ldots, d),$$  \hspace{1cm} (5)

where the $I$ means the TOA radiance normalized to the spectral solar irradiance, hereafter we call it radiance (no unit), and the subscript $\lambda$ has been omitted for simplification. Due to

$$\begin{bmatrix} \frac{\partial r_1}{\partial w_1} \\ \frac{\partial r_1}{\partial w_2} \\ \vdots \\ \frac{\partial r_d}{\partial w_m} \end{bmatrix}^\top = [P_{1,1}P_{1,2},\ldots,P_{1,m}]^\top, (i = 1, \ldots, d),$$  \hspace{1cm} (6)

we have:

$$\frac{\partial \mathbf{l}}{\partial \mathbf{w}} = \frac{\partial I}{\partial r_i} [P_{1,1},P_{1,2},\ldots,P_{1,m}]^\top, (i = 1, \ldots, d).$$  \hspace{1cm} (7)

Since the first term on the right hand side of Eq. (7) is readily available in UNL-VRTM for a Lambertian surface, Eq. (5) is implemented as part of the new development of UNL-VRTM.

While Eq. (5) is valid for a specific geometry, the kernel-driven BRDF model for surface reflectance in UNL-VRTM can be presented as

$$r_i(\theta_0, \theta_v, \phi) = f_{iso}(\lambda) + k_1(\lambda)f_{geom}(\theta_0, \theta_v, \phi) + k_2(\lambda)f_{vol}(\theta_0, \theta_v, \phi),$$  \hspace{1cm} (8)

where $f_{iso}$, $f_{geom}$, $f_{vol}$ respectively represent isotropic, geometric-optical and volumetric surface scattering [76,77], $\theta_0, \theta_v, \phi$ are the observation geometries, respectively represent the sun zenith angle, viewing zenith angle and relative azimuth angle, and $f_{iso}(\lambda)$, $k_1(\lambda)$, $k_2(\lambda)$ are the coefficients of the BRDF kernels at the wavelength $\lambda$. Correspondingly, the jacobian results including $\frac{\partial I}{\partial \theta_0}$, $\frac{\partial I}{\partial \theta_v}$, $\frac{\partial I}{\partial \phi}$ that is already part of UNL-VRTM [69] can be used to compute the first term on the right-hand side of Eq. (5):

$$\frac{\partial I}{\partial r_i} = \frac{f_{iso}(\lambda)\frac{\partial f_{iso}(\lambda)}{\partial r_i} + k_1(\lambda)\frac{\partial f_{geom}(\theta_0, \theta_v, \phi)}{\partial r_i} + k_2(\lambda)\frac{\partial f_{vol}(\theta_0, \theta_v, \phi)}{\partial r_i}}{r_i},$$  \hspace{1cm} (9)

in which the subscript of variable $\lambda$ of $I$ has been omitted in the above expression. Combining Eq. (7) and Eq. (9), the results of $\frac{\partial I}{\partial \theta_0}$ for BRDF case could be calculated.

For the practical simulation of hyperspectral data, the three coefficients in Eq. (8) vary with the wavelength, and their values should be given at each wavelength in the input file of UNL-VRTM. To make the work for input parameters easier and simpler, we follow the way of rewritten formulas in the work of Litvinov et al. [78] as

$$r_i(\theta_0, \theta_v, \phi) = k(\lambda)[1 + k_1f_{geom}(\theta_0, \theta_v, \phi) + k_2f_{vol}(\theta_0, \theta_v, \phi)]$$  \hspace{1cm} (10)

where $k_1 = 0.087$, $k_2 = 0.688$ for vegetation surface, and $k(\lambda)$ can be obtained by using the Lambertian surface reflectance from the vegetation dataset.

2.2. Assumptions on the wavelength-dependent refractive index

Since it is not possible to retrieve the complex index of refraction at all wavelengths at the same time, we simplify its dependence on the wavelength following the assumption by Dubovik and King [79] and assume that the variations of real part and imaginary of refractive index as a function of wavelength satisfy the relationship:

$$\left\{ \begin{array}{l}
 m_r(\lambda) = m_r(\lambda_0) \left( \frac{\lambda}{\lambda_0} \right)^{-b_r} = m_{r,0} \left( \frac{\lambda}{\lambda_0} \right)^{-b_r} \\
 m_i(\lambda) = m_i(\lambda_0) \left( \frac{\lambda}{\lambda_0} \right)^{-b_i} = m_{i,0} \left( \frac{\lambda}{\lambda_0} \right)^{-b_i}
 \end{array} \right. \hspace{1cm} (11)$$

where $m_{r,0}, b_r, m_{i,0}$ and $b_i$ are the coefficients, $\lambda$ represents the wavelength and $\lambda_0$ is the wavelength of reference. Thus, the Jacobians expression for the real part could be written as

$$\left\{ \begin{array}{l}
 \frac{\partial m_r}{\partial \lambda_0} = \frac{\partial m_r}{\partial \lambda} \frac{\partial \lambda}{\partial \lambda_0} = \left( \frac{1}{\lambda^2} \right)^{-b_r} = \frac{m_{r,0}}{\lambda_0} \left( \frac{\lambda}{\lambda_0} \right)^{-b_r} \\
 \frac{\partial m_i}{\partial \lambda_0} = \frac{\partial m_i}{\partial \lambda} \frac{\partial \lambda}{\partial \lambda_0} = -m_{i,0} \cdot \left( \frac{\lambda}{\lambda_0} \right)^{-b_i} \ln \left( \frac{\lambda}{\lambda_0} \right) \frac{\partial \lambda}{\partial \lambda_0}
 \end{array} \right. \hspace{1cm} (12)$$

Since the last terms on the right hand of each equation can already part of UNL-VRTM [66], Eq. (12) is
subsequently implemented in UNL-VRTM for this study. Similar set of Eq. (12) can be applied to imaginary part of refractive index.

2.3. Optimized iteration and constraint

The optimized inversion model that needs to be solved can be seen as a nonlinear optimization problem as

$$ \min J(x) $$

s.t. \( l \leq x \leq u \) (13)

where \( J(x) \) is the cost function and subject to (s.t.) some constraint conditions, \( l \) and \( u \) are the per-variable constants representing the lower and upper bounds for the retrieval parameter vector, \( x \), respectively. Among the classical optimization algorithms, Quasi-Newton methods are effective algorithms for finding local maximum and minimum of the objective function [80]. Compared with the traditional Newton’s method, the Hessian matrix in Quasi-Newton can be constructed matrix implicitly, which is particularly well suited for large optimization problems with a few variables. Based on Shanno (BFGS) algorithm, L-BFGS can use a limited matrix instead of explicitly storing the complete history of the positive definite Hessian. The L-BFGS algorithm extends to handle simple constraint conditions, \( s \) and \( u \) are the per-variable constraints, \( \text{H} \) means the constructed inverse matrix of \( \text{B} \) with successive gradient vectors, \( \alpha \) is the iterated step length, and the subscript \( k \) means the \( k \)-th step of iteration. While the iteration results satisfy the condition that \( \| x_{k+1} - x_k \| \leq \varepsilon \), the iteration can be seen as convergence and \( \varepsilon \) is a threshold for convergence.

Limited-memory BFGS (L-BFGS) is an optimization algorithm in the family of Quasi-Newton methods. Compared with the original Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm, L-BFGS can use a limited amount of computer memory by storing only a few vectors that represent the approximation to the inverse Hessian matrix implicitly, which is particularly well suited for large optimization problems with a few variables. Based on L-BFGS, the L-BFGS-B algorithm extends to handle simple box constraints on variables, just as the constraints of the form \( l \leq x \leq u \) in Eq. (13). The L-BFGS-B algorithm has been implemented in a Fortran subroutines toolbox for solving the large-scale bound constrained optimization problem [81,82]. Consequently, in our developed inversion model, the L-BFGS-B code is directly used in the inversion for optimized iteration with the inputs of cost function \( J(x) \) and gradient vectors \( \nabla x J(x) \), as well as the setting of boundary constraints \( I \) and \( u \). As for the practical definition of the constraint of weighting coefficients vector for surface, we will discuss in the next session.

2.4. Inversion theory and cost function

For the inversion theory, let \( x = [x_1, \ldots, x_n]^T \) denote a state vector that contains \( n \) parameters to be retrieved (such as the aerosol parameters and PCs’ weighting coefficients for surface reflectance), and \( y = [y_1, \ldots, y_d]^T \) denote an observation vector with \( d \) elements of measurements (such as the hyperspectral radiance). Besides, let \( F \) represent a forward model (such as UNL-VRTM) that describes the physics on how \( y \) and \( x \) are related, we have

$$ y = F(x) + \epsilon $$

where \( \epsilon \) is an experimental error that includes observation noise and forward modeling uncertainty [61]. Under the assumption of Gaussian-distributed errors and according to the maximum likelihood method, the optimized solution of Eq. (14) can be equivalent to the vector that minimizes the scalar-valued cost function:

$$ J(x) = \frac{1}{2}[y - F(x)]^T S_x^{-1} [y - F(x)] + \frac{1}{2} \gamma^2 (x - x_0)^T S_a^{-1} (x - x_0) $$

(16)

where \( T \) means the transpose operation, \( S_x \) is the covariance matrix of the error from both the measurements and the forward model, \( S_a \) is the error covariance matrix of the \( a \) \textit{priori} estimate \( x_0 \), and \( \gamma \) is the regularization parameter. Thus, the gradient vector:

$$ \nabla x J(x) = -K S_x^{-1} [y - F(x)] + \gamma S_a^{-1} (x - x_0) $$

(17)

here, \( K = \nabla x F(x) \) means the Jacobian matrix of \( F(x) \) with respect to \( x \), and its element can be written as \( K_{ij} = \frac{\partial y_i}{\partial x_j} \), \( i = 1, \ldots, n; j = 1, \ldots, d \).

In our framework, the retrieval parameters can include total aerosol volume \( (V_{total}) \), fine volume fraction \( (fmf_v) \), particle size distribution \( (r_{eff_i}, v_{eff_i}, r_{eff_c}, v_{eff_c}) \) and the coefficients of refractive index \( (m_{r0}, m_{i0}, b_{r0}, m_{r1}, m_{i1}, b_{r1}) \) for fine and coarse mode respectively, as well as the PC’s weighting coefficients vector \( w \). Therefore,

$$ x \in \{V_{total}, fmf_v, r_{eff_i}, v_{eff_i}, r_{eff_c}, v_{eff_c}, m_{r0}, m_{i0}, b_{r0}, m_{r1}, m_{i1}, b_{r1}, w\} $$

(18)

Generally, we can assume there is no correlation between the errors of retrieval parameters, and hence, the error covariance matrix \( S_y \) corresponding to \( y \) and \( x \) can be seen as a diagonal matrix. For the observation error covariance matrix \( S_x \), it consists of two parts:

$$ S_x = S_y + K_0 S_a K_0^T $$

(19)

where \( S_y \) means the uncertainty occurring in the measuring process, \( S_a \) means the error covariance matrix for a vector \( b \) of forward model that are not contained in \( x \) but quantitatively influence the measurements of sensor, \( K_0 \) is the Jacobians matrix of measurements \( y \) with respect to \( b \). Here, \( S_y \) usually has zero off-diagonal elements with the assumption that errors are independent between measurements. Similarly, errors for \( b \) are assumed to be non-correlated, thus \( S_a \) will be also a diagonal matrix, so in this way, \( S_x \) could be determined [67].

Since the inverse problem is to solve \( x \) from the measurements \( y \), we denote the solution \( \text{(a posteriori)} \) as \( \hat{x} \), and the corresponding error covariance matrix can be given by

$$ \hat{S} = (K^T S_x^{-1} K + S_a^{-1})^{-1} $$

(20)

where \( \hat{S} \) describes the statistical uncertainties in retrieved \( \hat{x} \) due to measurement noise and forward modeling uncertainty [61,67]. With \( \hat{S} \), we can further estimate the
uncertainty for those parameters that can be fully determined by parameter in $\mathbf{x}$ but are not directly retrieved, such as the surface reflectance at each wavelength in this framework. Due to the surface reflectance $r_{\lambda_i}$ only depend on the weighting coefficients vector $\mathbf{w}$, and does not depend those aerosols parameters in $\mathbf{x}$, thus

$$r_{\lambda_i} = r_{\lambda_i}(\mathbf{x}) = r_{\lambda_i}(\mathbf{w}), \quad (i = 1, \ldots, d).$$

Therefore, the uncertainty of $r_{\lambda_i}$ can be written as

$$\epsilon_{r_{\lambda_i}} = \sqrt{\sum_{j=1}^{m} \sum_{k=1}^{n} S_{ij} \left( \frac{\partial r_{\lambda_i}}{\partial w_j} \right) \left( \frac{\partial r_{\lambda_i}}{\partial w_k} \right) s_{ik}}, \quad (i = 1, \ldots, d),$$

combined Eq. (6) and Eq. (21), we have

$$\epsilon_{r_{\lambda_i}} = \sqrt{\sum_{m=1}^{m} \sum_{k=1}^{n} S_{jk} P_{j}[P_{k}], \quad (i = 1, \ldots, d),} \quad (22)$$

here $P$ is an element of the PC matrix, and the definition is same as in Section 2.1.

3. Data and experiment design for green vegetation and rangeland

To test our algorithm presented in Section 2, we designed a series of experiments, focusing on green vegetation and rangeland surfaces for which intensive observation data for their spectral characteristics is available. As described below (Section 3.1), data on aerosol properties used in the forward calculation is from literature such as Xu and Wang [67]. The characterization of prior error is discussed in Section 3.2.

3.1. Surface and aerosol data

PCA is conducted for the spectral dataset of green vegetation and rangeland surfaces that are part of USGS digital spectral library [65]. Fig. 3(a) and (b) presents the spectral curves from $n_s = 54$ kinds (samples) of vegetation and $n_r = 87$ kinds of rangeland dataset, respectively. In the analysis, we have interpolated the original spectral datasets into the wavelength of GEO-TASO in visible band, and hence, the dimension or the number of wavelengths for each spectral curve $d$ is set as 1000. Table 3 also gives the BRDF parameters at 470, 550 and 650 nm wavelengths for a typical vegetation surface region from the BRDF product of MODIS.

![Fig. 3. Principal component analysis results respectively for vegetation dataset (left panel) and rangeland dataset (right panel). (a–b) Spectra of surface reflectance acquired from the USGS spectral library. (c–d) Contribution of the first 6 principal components to the total variance. (e–f) Spectra of the first 6 principal components.](image-url)
Our forward calculation follows Xu and Wang [67] for a typical mid-latitude summer atmospheric profile. The aerosol properties used in the forward simulation are listed in Table 4, including particle size parameters, effective radius \( r_{\text{eff}} \), effective variance \( v_{\text{eff}} \), and refractive indices \((m_r, m_i)\) for fine and coarse mode. The fine-mode particles are corresponding to water-soluble aerosols from Optical Properties of Aerosols and Clouds (OPAC) database [83], while the coarse-mode is assumed for large spherical particles with refractive index from the work of Patterson et al. [84] and Wanger et al. [85]. Meanwhile, we also set the total volume concentration \( V_{\text{total}} = 0.149 \ \mu m^3/\mu m^2 \) and the volume fine mode fraction \( f_{\text{mfV}} = 0.8 \); the aerosol is a fine-dominated model and aerosol volume can be scaled as necessary to maintain a normalized AOD \( \tau_a = 1 \) at 440 nm corresponding to a moderate hazy condition. In addition, the refractive index corresponding to each wavelength could be gained by the nonlinear interpolation given in Eq. (11) with the results shown in Table 4; the four parameters in Eq. (11) are approximately calculated from the Aerosol Robotic Network (AERONET) results at 440 nm and 675 nm. As for the surface reflectance, because GLOTASO is a single angle measurement, the Lambertian surface curve is considered from the dataset shown in Fig. 3.

### Table 4

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Fine mode</th>
<th>Coarse mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_{\text{eff}} ) (( \mu m ))</td>
<td>0.21</td>
<td>1.90</td>
</tr>
<tr>
<td>( v_{\text{eff}} ) (( \mu m^2 ))</td>
<td>0.25</td>
<td>0.41</td>
</tr>
<tr>
<td>( m_r )</td>
<td>1.44, 1.44</td>
<td>1.56, 1.55</td>
</tr>
<tr>
<td>( m_i )</td>
<td>0.009, 0.011</td>
<td>0.004, 0.003</td>
</tr>
</tbody>
</table>

The refractive index \( m_r \) and \( m_i \) are at 440 nm and 675 nm wavelengths, respectively.

As the first part of this series of studies, here we focus on the development and self-consistent check of the theoretical framework we developed. Hence, the ability of inversion algorithm to retrieve the weighting coefficients vector for the construction of hyperspectral surface reflectance is evaluated, in which all the aerosol properties are assumed to be well characterized within certain uncertainty. Use of this framework to analyze the information content of aerosol parameters (such as total volume concentration, particle size distribution, and refractive index) contained in the hyperspectral measurements will be presented in the next paper.

We set the state vector only containing a few weighting coefficients elements corresponding to the surface reflectance as \( x = [w_1, \ldots, w_n]^T \); and for a priori estimate \( x_a \), we consider the averaged results of the entire weighting coefficients vector for the corresponding surface type. Meanwhile, based on the discussion in subsection 2.4, the error covariance matrix \( S_a \) is set as a diagonal matrix as \( \text{diag}(\sigma_{w_1}^2, \ldots, \sigma_{w_n}^2) \), here \( \sigma_{w_i} \) is the standard variance of weighting coefficient \( w_i \), \( (i = 1, \ldots, n) \) for the given surface type.

![Fig. 4](image-url). Scatterplots of the reconstructed reflectance with the 1st to 6th PCs versus actual reflectance of the vegetation surface dataset over 1000 spectral wavelengths from 415 nm to 696 nm. (g-k) Same as (a)-(f) but for the rangeland surface dataset reconstructed with the 1st to 5th PCs; (l) the average relative error in reconstructed reflectance of vegetation and rangeland surface as a function of number of PCs.
For the observation error covariance matrix $S$, we have assumed that the aerosol particles are well characterized, consequently the contribution of term $K_S K_r^t$ to $S$ in Eq. (19) could be ignored; this assumption is set only for the self-consistent check of the implementation of theoretical development in this study. Consequently, considering the measurement’s error at each wavelength, we have

$$\left(S_{ij}\right)_{ij} = \left(S_{ij}/\right)_{ij} = S_{ij} = \left(e_j \times l_{j}^{\text{mea}}\right)^2, \quad (j = 1, \ldots, d),$$

(22)

here $e_j$ means the relative errors of measurements at each wavelength and is set as $e_j = 2\%$ in this study; the subscript $j$ represents the number of wavelength. The actual formula of cost function could be constructed as

$$J(x) = \frac{1}{2} \sum_{j=1}^{d} \left( \frac{l_{j}^{\text{mea}} - l_{j}^{\text{mod}}}{S_{ij}} \right)^2 / S_{iw},$$

$$V_x J(x) = \left[ -\sum_{j=1}^{d} \frac{\partial l_{j}^{\text{mod}}}{\partial l_{j}^{\text{mod}}} \left( \frac{l_{j}^{\text{mea}} - l_{j}^{\text{mod}}}{S_{ij}} \right)/S_{iw} \right] \frac{\partial l_{j}^{\text{mea}}}{\partial x_i} + \frac{\partial l_{j}^{\text{mod}}}{\partial x_i}. $$

(23)

(24)

where $I$ denotes the normalized TOA radiance, superscript “mea” and “mod” represent the results measured at-sensor and calculated by for forward model respectively, and the regularization parameter $\gamma = 1$.

4. Results

4.1. PCA results and validation

Fig. 3(c) and (d), respectively, illustrates the contribution rate of each PC for two different spectral samples corresponding to vegetation and rangeland, respectively. For vegetation dataset, the total contribution rate could reach 99.97% with 6 PCs; likewise, 6 PCs’ contribution could make nearly 100% contribution for rangeland spectra. Fig. 3(e) and (f) further plot each corresponding value of these first 6 PCs.

In order to demonstrate that 6 PCs can present the variation of spectral reflectance with good accuracy, the cross validation is conducted in which n-1 spectral sample curves are selected for PCA to obtain the PCs, and the remaining spectra curve (not used in PCA) is used to get the corresponding weighting coefficients vector $w$. With this approach, the reconstructed results of the remaining spectra could be gained and compared with the actual spectra. By this leave-out-one cross validation, we can evaluate the accuracy of reconstructed spectra n times. Fig. 4(a)–(f) shows the scatterplots between the truth vegetation surface reflectance and the reconstructed results at 1000 wavelengths from using 1 PC up to using 6 PCs respectively. Similarly, Fig. 4(g)–(k) presents the comparison scatterplots between the truth and reconstructed spectra for rangeland surfaces from using 1 PC up to 5 PCs, respectively. Furthermore, subsets in Fig. 4 (l) illustrate the average relative error of vegetation and rangeland as a function of number of PCs, in which the averaged relative error is define as $\bar{e} = \frac{\sum_{j=1}^{n_s} \sum_{j=1}^{d} \left| n_j - r_j \right|}{n_s \times d}$, here $r_{ij}$ means the reflectance in the $i^{th}$ band (dimension) of the $j^{th}$ spectral curve (sample), the superscript “r” represents the reconstructed results, and $n_s$ is the number of samples. From this figure, we can see that the averaged relative error decrease as the number of PCs increase; for 1% error accuracy, 6 and 5 PCs should be used for vegetation and rangeland respectively.

4.2. Variation of Jacobians with BRDF considered

Fig. 5(a)–(c) shows the polar-plot of simulated results of BRDF surface reflectance. In the polar-plot, the radius represents the viewing zenith angle ($\theta_v$) and the polar angle denotes the relative azimuth angle ($\phi$). The solar zenith angle $\theta_s = 40^\circ$ is used in the calculation for Fig. 5. $\phi = 180^\circ$ means the observer and Sun are in the same direction and in the same side of the main plane. Obviously, the backscattering is brighter that forward scattering for the vegetation surface, especially around those angles regions where $\theta_v = \theta_s$. Corresponding to the BRDF results, Fig. 5 (d)–(f) illustrates the Jacobians results of $d\frac{\delta I}{\delta w}$ calculated by Eq. (9) and UNL-VRTM simulations. Following the results of $d\frac{\delta I}{\delta w}$ at 550 nm as an example, Fig. 5 (g)–(l) gives the Jacobians polar-plot of $d\frac{\delta I}{\delta w}$ calculated by Eq. (7) for BRDF case. We can find that the smaller the BRDF surface reflectance is, the larger the value of $d\frac{\delta I}{\delta w}$ would be. For example, in those angle regions with brighter reflectance, most of Jacobians are smaller than 0.12, while for those angle regions with darker reflectance, most of Jacobians are larger than 0.18 and even larger. Similarly, the larger the BRDF is, the larger the absolute value of $d\frac{\delta I}{\delta w}$ would be.

4.3. Validation of Jacobians

We validate the Jacobians produced by UNL-VRTM with a simple finite-difference test (usually with 0.1% disturbance) to UNL-VRTM. Fig. 6(a)–(f) shows the scatterplot case of Jacobian results at 1000 visible wavelengths by the finite difference derived and analytic means from the first weighting coefficient $w_1$ to the sixth coefficient $w_6$ respectively with the averaged reflectance spectra of vegetation. Similarly, Fig. 6(h)–(l) gives another scatterplot case with the averaged reflectance spectra of rangeland. From those results, the finite-difference derived Jacobian and analytic Jacobian results are in good agreement for each coefficient, and the averaged relative error of six coefficients at each wavelength is smaller than 0.1%.

Fig. 7(a)–(c) shows the comparison of Jacobians $\frac{\delta I}{\delta w}$ with BRDF included in UNL-VRTM using the analytical method with those computed from UNL-VRTM using finite difference estimates with 0.1% disturbance of $r_{ij}$ for different different viewing angles (Fig. 5(a)–(c)) at 3 given bands (470, 550, 650 nm), while Fig. 7(e)–(f) is for 3 given
viewing angels at 1000 visible bands (415–696 nm). The relative errors are all smaller than 0.2% in Fig. 7.

Also with 0.1% disturbance of the coefficients, Fig. 8 illustrates the comparison of Jacobians for the coefficient of refractive index (e.g., 4 parameters in Eq. (12)) at 1000 visible bands calculated with UNL-VRTM using the analytical method with those computed from UNL-VRTM using finite difference estimates for the fine and coarse mode respectively. It shows that the two results agree well with an error smaller than 0.2%.

4.4. Retrieval demonstration and self-consistent check

Synthetic TOA reflectances ($\rho_{\text{TOA}}$) are first computed for two spectral reflectance curves for vegetation ($\rho_{s1}, \rho_{s2}$) and two spectral curves for rangeland surface dataset ($\rho_{r1}, \rho_{r2}$), respectively. Forward simulations by UNL-VRTM following the wavelengths of GEO-TASO from 415 nm to 695 nm at the 0.18 nm resolution are conducted, and the weighting coefficients ($w_1$-$w_6$) of PCs for test vegetation and rangeland surface types are given in Table 6. After that, we add
Fig. 6. Validation of UNL-VRTM analytical Jacobians of radiance with respect to the PC’s weighting coefficient (w₁–w₆) against the Jacobians derived by finite difference. Each scatter indicates the Jacobian at one of the 1000 spectral wavelengths from 415 nm to 696 nm with the same observation geometries (θ₀ = 40°, θᵥ = 30°, φ = 20°). Panels (a)–(f) are for a vegetation surface, and (g)–(l) for a rangeland surface.

Fig. 7. Same as the Fig. 6 but for the validation of Jacobians (dI/dξ) for BRDF at θ₀ = 40°. Panels (a)–(c) are for the wavelengths of 470, 550, 650 nm respectively, each scatter indicates the Jacobian at one of the viewing angle (θᵥ, φ), in which the viewing zenith θᵥ = 0°–75° and φ = 0°–180° with an increment of 1°. Panels (d)–(f) are for the cases of given viewing angles as shown in the figure, each scatter indicates the Jacobian at one of the 1000 spectral bands.
the 1% Gaussian noise to the simulated TOA radiance and further convert it to the assumed TOA reflectance, respectively denoted as $\rho_{TOA}^{v_1}$, $\rho_{TOA}^{v_2}$, $\rho_{TOA}^{r_1}$ and $\rho_{TOA}^{r_2}$. Fig. 9 and Table 5 further show the mean and standard variance $(\bar{w}, \sigma_w)$ of weighting coefficients, as well as their corresponding lower (I) and upper (u) bounds.

A comparison is summarized in Fig. 10 between the retrieved surface reflectance curves reconstructed from
using retrieved weighting coefficients and the true spectral curve used in for the synthetic data, indicating a good agreement with correlation coefficient (R) of larger than 0.99 and the root mean square error (rmse) of less than 0.003 for all four cases. In addition, the retrieval uncertainties of the surface reflectance at each wavelength calculated by Eq. (22) for those four cases are all smaller than 2% (with the assumption of 2% measurement errors). Fig. 11 shows the simulated TOA reflectance and the normalized cost function during each of five steps for iteration and convergence before the cost function in the iteration is minimized. A more than 99% reduction of the cost function is achieved after the convergence.

5. Summary and conclusion

As the first part of a series of studies for retrieving aerosol properties from the hyperspectral radiances measured by a newly developed hyperspectral instrument GEO-TASO in the visible bands, we develop a theoretical framework of the inversion algorithm for hyperspectral remote sensing of aerosol particles based on PCA combined with UNL-VRTM model. This framework builds upon UNL-VRTM but with the new developments for (a) PCA, (b) computing the Jacobians of TOA reflectance with respect to the weighting coefficients of surface reflectance principal components, and (c) computing the Jacobians of TOA reflectance to the parameters related the wavelength dependence of aerosol refractive index. For (b), the computation can also include BRDF, assuming that the PC remains the same regardless of the geometry. For (c), we assume the variation of refractive index with wavelength following a power-law approximation, and hence, only four parameters (e.g., real and imaginary part of refractive

<table>
<thead>
<tr>
<th>Weighting coefficient</th>
<th>Vegetation</th>
<th>Rangeland</th>
</tr>
</thead>
<tbody>
<tr>
<td>v1</td>
<td>1.6518</td>
<td>3.4065</td>
</tr>
<tr>
<td>v2</td>
<td>0.0637</td>
<td>0.0030</td>
</tr>
<tr>
<td>r1</td>
<td>0.3492</td>
<td>0.3492</td>
</tr>
<tr>
<td>r2</td>
<td>0.3492</td>
<td>0.3492</td>
</tr>
</tbody>
</table>

Table 6
The weighting coefficients of test surface reflectance spectra of vegetation and rangeland.

Fig. 10. Comparison of the retrieved surface reflectance using 6 PCs with the prescribed truth for vegetation cases (left panels) and rangeland cases (right panels), respectively. Upper panels (a)/(b) show the surface reflectance as a function of wavelength, and the middle panels (c)/(d) present scatterplots, in which each scatter indicated the surface reflectance at one of 1000 spectral wavelengths. Lower panels (e)/(f) show the retrieval uncertainty of surface reflectance.
By considering the green vegetation and rangeland surface spectral dataset from the USGS digital spectral library, the spectral reconstructions by PCA show that the reconstruction of surface reflectance using the first six weighting coefficients of principal components can yield the relative errors all smaller that 1%. The analytical calculation of Jacobians in UNL-VRTM is then compared with the counterparts from finite-difference calculations, and they are found to be in good agreement with an uncertainty of less than 0.2%.

Finally, with an assumption that the aerosol properties are all well characterized with an overall measurement uncertainty of 2%, we conducted a self-consistent check of the retrieval framework developed in this study. The results show that the retrieved and assumed “true” spectrums agree well with each other, with a correlation coefficient for most cases larger than 0.99 and the root mean square error is smaller than 0.003, as well as the retrieval uncertainties are all smaller than 2%.

The framework of this study will be used to conduct information content analysis similar as the work of Xu and Wang [67] on what aerosol parameters could be retrieved from hyperspectral measurements in the visible bands. From the information content analysis, an operational algorithm for aerosol retrievals will then be designed and tested with real data measured by GEO-TASO and TEMPO (after its launch). It should be noted that as a geostationary satellite, TEMPO offers hourly observation for each pixel, enabling more frequent sampling of the backscatter spectra at the top of the atmosphere in conditions with low AOD, and thus better characterizing the surface spectrums for each pixel. Indeed, past studies have used the minimum (or second minimum) reflectance at each pixel taken by geostationary imager within a certain time period (~20–25 days) as the surface reflectance in the aerosol retrieval algorithm for Geostationary Operational Environmental Satellite (GOES) [86–90]. With TEMPO’s observation, a PC analysis of the backscattered spectrums in low-AOD conditions can be conducted to obtain the PCs for surface reflectance at each pixel, which will facilitate the use of the hyperspectral algorithm developed here to simultaneously retrieve the aerosol properties and the weight coefficients for each surface reflectance PCs (and hence surface reflectance) from TEMPO.
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